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Abstract. We discuss the optimality of a sufficient condition from [12] for
a point to belong to the essential spectrum of a Toeplitz operator with a
bounded measurable coefficient. Our approach is based on a new sufficient
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1. Introduction and main results

Let T = {ζ ∈ C : |ζ| = 1} be the unit circle. A number c ∈ C is called a
(left, right) cluster value of a measurable function a : T → C at a point ζ ∈ T
if 1/(a − c) 6∈ L∞(W ) for every neighbourhood (left semi-neighbourhood, right
semi-neighbourhood) W ⊂ T of ζ. Cluster values are invariant under changes of
the function on measure zero sets. We denote the set of all left (right) cluster
values of a at ζ by a(ζ − 0) (by a(ζ + 0)), and use also the following notation
a(ζ) = a(ζ − 0) ∪ a(ζ + 0), a(T) = ∪ζ∈T a(ζ). It is easy to see that a(ζ − 0),
a(ζ + 0), a(ζ) and a(T) are closed sets. Hence they are all compact if a ∈ L∞(T).

Let Hp(T), 1 ≤ p ≤ ∞ denote the Hardy space, that is Hp(T) := {f ∈
Lp(T) : fn = 0 for n < 0}, where fn is the nth Fourier coefficient of f . Let
T (a) : Hp(T) → Hp(T), 1 < p < ∞ denote the Toeplitz operator generated by
a function a ∈ L∞(T), i.e. T (a)f = P (af), f ∈ Hp(T), where P is the Riesz
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projection:

Pg(ζ) =
1
2
g(ζ) +

1
2πi

∫
T

g(w)
w − ζ

dw, ζ ∈ T.

P : Lp(T) → Hp(T), 1 < p <∞ is a bounded projection and

P

(
+∞∑

n=−∞
gnζ

n

)
=

+∞∑
n=0

gnζ
n.

If a(ζ) consists of at most two points for each ζ ∈ T, in particular if a is
continuous or piecewise continuous, then the spectrum of T (a) can be described
in terms of a(ζ ± 0), ζ ∈ T (see [3, 4, 13]). This is no longer possible if a(ζ) is
allowed to contain more than two points (see [2, 4.71–4.78] and [10]). It is no
longer sufficient to know the values of a in this case, it is important to know “how
these values are attained” by a.

Since a complete description of the essential spectrum of T (a) in terms of the
cluster values of a ∈ L∞(T) is impossible, it is natural to try finding “optimal”
sufficient conditions for a point λ to belong to the essential spectrum. Results of
this sort were obtained in [11, 12]. In order to state them we need the following
notation.

Let K ⊂ C be an arbitrary compact set and λ ∈ C \K. Then the set

σ(K;λ) =
{
w − λ

|w − λ|

∣∣∣ w ∈ K
}
⊆ T

is compact as a continuous image of a compact set. Hence the set ∆λ(K) :=
T \ σ(K;λ) is open in T. So, ∆λ(K) is the union of an at most countable family
of open arcs.

We call an open arc of T p–large if its length is greater than or equal to
2π

max{p,q} , where q = p
p−1 , 1 < p <∞.

The following result has been proved in [12].

Theorem 1.1. Let 1 < p < ∞, a ∈ L∞(T), λ ∈ C \ a(T) and suppose that, for
some ζ ∈ T,
(i) ∆λ(a(ζ − 0)) (or ∆λ(a(ζ + 0)) ) contains at least two p–large arcs,
(ii) ∆λ(a(ζ + 0)) (or ∆λ(a(ζ − 0)) respectively ) contains at least one p–large arc.
Then λ belongs to the essential spectrum of T (a) : Hp(T) → Hp(T).

A weaker result (with ∆λ(a(ζ)) in place of ∆λ(a(ζ ± 0)) in condition (ii))
was proved in [11] where it was also shown that condition (i) is optimal in the
following sense: for any compact K ⊂ C and λ ∈ C \K such that ∆λ(K) contains
at most one p–large arc there exists a ∈ L∞(T) such that a(−1± 0) = a(T) = K
and T (a) − λI : Hr(T) → Hr(T) is invertible for any r ∈ [min{p, q},max{p, q}].
A question that has been open since [11] is whether or not condition (ii) can be
dropped, i.e. whether condition (i) alone is sufficient for λ to belong to the essential
spectrum of T (a) : Hp(T) → Hp(T). The following result gives a negative answer
to this question.
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Theorem 1.2. There exists a ∈ L∞(T) such that a(1− 0) = {±1}, |a| ≡ 1, T (a) :
Hp(T) → Hp(T) is invertible for any p ∈ (1, 2), and T (1/a) : Hp(T) → Hp(T) is
invertible for any p ∈ (2,+∞).

The proof of Theorem 1.2 relies on an argument which is related to the
following question. Suppose v is an inner function, i.e. v is a nonconstant function in
H∞(T) such that |v| = 1 almost everywhere on T. If b ∈ L∞(T), then b◦v ∈ L∞(T)
and the question is whether or not the invertibility of T (b) : Hp(T) → Hp(T)
implies that of T (b ◦ v) : Hp(T) → Hp(T).

An equivalent form of this question is in terms Ap classes (see [1, Section 1]).
We say that a measurable function ρ : T → [0,+∞] satisfies the Ap condition if

sup
I

(
1
|I|

∫
I

ρp(ζ)|dζ|
) 1

p
(

1
|I|

∫
I

ρ−q(ζ)|dζ|
) 1

q

= Cp <∞, (1.1)

where I ⊂ T is an arbitrary arc and |I| denotes its length. The question is whether
or not ρ ∈ Ap implies ρ ◦ v ∈ Ap.

Although the answer is positive in the case p = 2 (see, e.g., [1, Section 2]),
it turns out that for every p ∈ (1,+∞) \ {2} there exist a Blaschke product B
and ρ ∈ Ap such that ρ ◦ B 6∈ Ap (see [1, Theorem 9]). Equivalently, there exists
b ∈ L∞(T) such that T (b) : Hp(T) → Hp(T) is invertible, but T (b ◦B) : Hp(T) →
Hp(T) is not invertible (see [1, Theorem 12]).

We prove a result in the opposite direction, namely we describe a class of
Blaschke products for which the implications

ρ ∈ Ap =⇒ ρ ◦B ∈ Ap ,
T (b) : Hp(T) → Hp(T) is invertible =⇒
T (b ◦B) : Hp(T) → Hp(T) is invertible

do hold.
Consider the Blaschke product

B
(
eiθ
)

=
∞∏
k=1

rk − eiθ

1− rkeiθ
, θ ∈ [−π, π], (1.2)

where rk ∈ (0, 1) and
∑∞
k=1(1− rk) < 1.

Theorem 1.3. Suppose r1 ≤ r2 ≤ · · · ≤ rn ≤ · · · , and

inf
k≥1

1− rk+1

1− rk
> 0. (1.3)

If ρ satisfies the Ap condition, then ρ ◦B also satisfies the Ap condition.

Corollary 1.4. Let 1 < p < ∞, a ∈ L∞(T), and let a Blaschke product B satisfy
the conditions of Theorem 1.3. Then T (a) : Hp(T) → Hp(T) is invertible if and
only if T (a ◦B) : Hp(T) → Hp(T) is invertible.

Proof. The invertibility of T (a ◦B) implies that of T (a) according to [1, Theorem
12]. The opposite implication follows from Theorem 1.3 (see [1, Section 1]). �
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2. Auxiliary results on inner and outer functions

According to the canonical factorisation theorem (see, e.g., [5, Theorem 2.8]), any
function from Hp(T) \ {0} has a unique, modulo a constant factor, representation
as the product of an outer function from Hp(T) and an inner function.

A function F ∈ Hp(T) is called an outer function if

F (z) = eic exp
(

1
2π

∫ π

−π

eit + z

eit − z
log φ(t) dt

)
, |z| < 1, (2.1)

where c is a real number, φ ≥ 0, log φ ∈ L1([−π, π]), and φ ∈ Lp([−π, π]).
A function v ∈ H∞(T) is called an inner function if |v| = 1 almost everywhere

on T. Any inner function v admits a unique factorisation of the form

v(z) = eicB(z)S(z),

where c is a real number, B is a Blaschke product

B(z) = zm
∏
k

zk
|zk|

zk − z

1− zk z

withm ∈ N∪{0}, zk = rk exp(iθk) 6= 0, θk ∈ (−π, π], rk = |zk| < 1,
∑
k(1−rk) <

1, and S is a singular inner function

S(z) = exp
(
−
∫ π

−π

eit + z

eit − z
dµ(t)

)
with a nonnegative measure µ which is singular with respect to the standard
Lebesgue measure on [−π, π].

We are particularly interested in the case where v has a unique discontinuity
at z = 1 and infinitely many zeros zk. In this case, limk→∞ zk = 1, the singular
measure µ is supported by the point t = 0, and

S(z) = exp
(
κ
z + 1
z − 1

)
, κ = const > 0

(see [7, Ch. II, Theorems 6.1 and 6.2]). We will also assume that B(0) 6= 0. Then

B
(
eiθ
)

=
∞∏
k=1

zk
|zk|

zk − eiθ

1− zk eiθ
, θ ∈ [−π, π]. (2.2)

Theorem 2.1. ([6, Theorem 2.8]) Suppose B has the form (2.2) and limk→∞ zk = 1.
Then one can choose a branch of argB

(
eiτ
)

which is continuous and increasing
on (0, 2π), and which satisfies the following condition

lim
τ→0+0

argB
(
eiτ
)

=: A+ < 0, lim
τ→2π−0

argB
(
eiτ
)

=: A− > 0.

Moreover, at lest one of these limits is infinite and

argB
(
eiθ
)

=


−2
(∑

θk≥θ(π + ϕk(θ)) +
∑
θk<θ

ϕk(θ)
)
, θ ∈ (0, π],

2
(∑

θk≤θ(π − ϕk(θ))−
∑
θk>θ

ϕk(θ)
)
, θ ∈ [−π, 0),

(2.3)
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where

ϕk(θ) = arctan
(
εk cot

θ − θk
2

)
, εk =

1− rk
1 + rk

. (2.4)

Theorem 2.2. (See [6, Theorem 2.10 and the end of the proof of Theorem 5.9].)
Suppose a real valued function η is continuous on [−π, π] \ {0} and

lim
t→0±0

(η(t)∓ π log |t|) = 0.

Then the function eiη admits the following representation

eiη(t) = B
(
eit
)
g
(
B
(
eit
))
d
(
eit
)
, t ∈ [−π, π],

where g, d ∈ C(T), the index of g is 0, and B is the infinite Blaschke product with
the zeros

zk =
2− exp(−k + 1/2)
2 + exp(−k + 1/2)

.

We finish this section with an example of an outer function which is used in
the proof of Theorem 1.2.

Example 2.3. Consider the function

h(z) = exp
(
−i c log

(
i
1− z

2

))
,

where c > 0 and log denotes the branch of logarithm which is analytic in the
complex plane cut along (−∞, 0] and real valued on (0,+∞). It is clear that h is
analytic inside the unit disk, and since

Im
(
i
1− z

2

)
> 0, |z| < 1,

h satisfies the following estimate

1 < |h(z)| < ecπ, |z| < 1.

Hence h, 1/h ∈ H∞(T) and h is an outer function (see [7, Ch. II, Corollary 4.7]).
It is also clear that h ∈ C∞(T \ {1}), and since

i
1− eiθ

2
= ei

θ
2 sin

θ

2
,

we have

|h(eiθ)| =

 exp
(
c θ2
)
, θ ∈ (0, π],

exp
(
c
(
θ
2 + π

))
, θ ∈ [−π, 0),

arg h(eiθ) = −c log
∣∣∣∣sin θ2

∣∣∣∣ . (2.5)
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3. Proof of Theorem 1.3

Suppose the conditions of Theorem 1.3 are satisfied and let

A(θ) := argB
(
eiθ
)
, A(±π) = 0.

The proof of Theorem 1.3 relies upon analysis of the properties of A. The cor-
responding results are collected in the following two lemmas. Since A admits the
representation (2.3), (2.4) (with θk = 0 for all k = 1, 2, . . . ), it is convenient to
rewrite (1.3) in the following equivalent form

inf
k≥1

εk+1

εk
=: c0 > 0. (3.1)

Lemma 3.1. a) The derivative A′ is increasing on [−π, 0) and decreasing on (0, π].
b)1

c1

4| sin θ
2 |
≤ A′(θ) ≤ |A(θ)|

| sin θ|
, ∀θ ∈ [−π, π] \ {0}, c1 := min{c0, ε1}.

c)
A′(θ/c)
A′(θ)

< c2, ∀θ ∈ [−π, π] \ {0}, ∀c > 1.

Proof. Let

Ak(θ) := arctan
(
εk cot

θ

2

)
.

Then

A(θ) = −2
∞∑
k=1

Ak(θ), A′(θ) = −2
∞∑
k=1

A′k(θ)

(see (2.3), (2.4)).
a) Since

−A′k(θ) =
εk

2 sin2 θ
2

1

1 +
(
εk cot θ2

)2 =
εk

2
(
sin2 θ

2 +
(
εk cos θ2

)2)
=

εk

2
(
(1− ε2k) sin2 θ

2 + ε2k
) ,

A′ is increasing on [−π, 0) and decreasing on (0, π].

b) The equality

−A′k(θ) =
εk

2 sin2 θ
2

1

1 +
(
εk cot θ2

)2 =
1

sin θ
εk cot θ2

1 +
(
εk cot θ2

)2
implies ∣∣∣∣A′k(θ)Ak(θ)

∣∣∣∣ = 1
| sin θ|

uk
(1 + u2

k) arctanuk
, uk = εk cot

|θ|
2
.

1We will not use the upper estimate for A′(θ).
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Since
sup

u∈(0,+∞)

u

(1 + u2) arctanu
= lim
u→0+0

u

(1 + u2) arctanu
= 1,

we get the second inequality in b). Let us prove the first one.
It is clear that

A′(θ) ≥ 1
sin θ

εk0 cot θ2
1 +

(
εk0 cot θ2

)2 =
1

| sin θ|
uk0

1 + u2
k0

, uk0 = εk0 cot
|θ|
2

for any k0 ∈ N. Let k0 be the smallest natural number such that uk0 ≤ 1. If k0 > 1,
then (3.1) implies

c0 ≤
εk0
εk0−1

=
uk0
uk0−1

≤ uk0 ≤ 1.

Hence
uk0

1 + u2
k0

≥ c0
2

and
A′(θ) ≥ c0

2| sin θ|
≥ c0

4| sin θ
2 |
.

If k0 = 1, then

A′(θ) ≥ ε1

2 sin2 θ
2

1

1 +
(
ε1 cot θ2

)2 ≥ ε1

4 sin2 θ
2

≥ ε1

4| sin θ
2 |
.

This proves the first inequality in b).

c) Since sinϑ ≤ c sin ϑ
c and cot ϑc > cotϑ, ∀ϑ ∈ (0, π/2], we have

A′k(θ/c)
A′k(θ)

=
sin2 θ

2

sin2 θ
2c

1 +
(
εk cot θ2

)2
1 +

(
εk cot θ

2c

)2 < c2.

�

Lemma 3.2. Suppose ϑ0, ϑ1, ϑ2 ∈ [−π, π] \ {0}, signϑ0 = signϑ1 = signϑ2, |ϑ0| >
|ϑ1| > |ϑ2|, and

|A(ϑ1)−A(ϑ0)| = 2π = |A(ϑ2)−A(ϑ1)|.
Then
a) |ϑ0 − ϑ1| ≤ c2|ϑ0|, where the constant c2 ∈ (0, 1) depends only on c1 from
Lemma 3.1-b);
b)

1 ≤ |ϑ0 − ϑ1|
|ϑ1 − ϑ2|

≤ c3,

where c3 depends only on c1.
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Proof. a) Let ϑ̃ ∈ (ϑ1, ϑ0) be such that

|A(ϑ̃)−A(ϑ0)| =
c1
4
.

Then, according to the mean value theorem, there exists ϑ∗ ∈ (ϑ̃, ϑ0) such that∣∣∣A′(ϑ∗)(ϑ̃− ϑ0

)∣∣∣ = c1
4
.

It follows from Lemma 3.1-b) that

c1

4
∣∣sin ϑ∗

2

∣∣ ∣∣∣ϑ0 − ϑ̃
∣∣∣ ≤ c1

4
=⇒

∣∣∣ϑ0 − ϑ̃
∣∣∣ ≤ ∣∣∣∣sin ϑ∗2

∣∣∣∣ ≤ ∣∣∣∣sin ϑ0

2

∣∣∣∣ ≤ |ϑ0|
2

.

Since
∣∣∣ϑ0 − ϑ̃

∣∣∣ ≤ |ϑ0|/2, the monotonicity of A implies

|A(ϑ0/2)−A(ϑ0)| ≥
c1
4
.

Similarly
|A(ϑ0/2j)−A(ϑ0/2j−1)| ≥ c1

4
, j ∈ N.

Let M = [8π/c1] + 1. Then

|A(ϑ0/2M )−A(ϑ0)| =
M∑
j=1

|A(ϑ0/2j)−A(ϑ0/2j−1)| ≥M
c1
4
>

8π
c1

c1
4

= 2π.

Hence ϑ1 ∈ (ϑ0/2M , ϑ0) and

|ϑ0 − ϑ1| < |ϑ0 − ϑ0/2M | =
(
1− 2−M

)
|ϑ0|.

This proves a) with c2 = 1− 2−M = 1− 2−([8π/c1]+1).

b) According to the mean value theorem, there exist ϕ1 ∈ (ϑ1, ϑ0) and ϕ2 ∈
(ϑ2, ϑ1) such that

|ϑ0 − ϑ1|
|ϑ1 − ϑ2|

=
|A′(ϕ2)|
|A′(ϕ1)|

.

It follows from part a) that

1 ≥ ϕ2

ϕ1
>
ϑ2

ϑ0
=
ϑ2

ϑ1

ϑ1

ϑ0
≥ (1− c2)2 = 2−2([8π/c1]+1).

It is now left to use Lemma 3.1-a), c). One can take c3 = 24([8π/c1]+1). �

Proof of Theorem 1.3. Let θj ∈ (−π, π] be the points such that

A(θj) = −2πj, j = 0,±1,±2, . . . (3.2)

and let
Ij = γ (exp(iθj+1), exp(iθj)) , j = 0,±1,±2, . . . ,

where γ(ζ, ζ ′) ⊂ T is the arc described by a point moving from ζ to ζ ′ in the
counterclockwise direction.
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Any arc I ⊂ T admits the representation:

I =

⋃
j∈J

Ij

⋃⋃
j∈J̃

Ĩj

 ,

where the set J is finite or infinite, the set J̃ contains at most two elements, and
the arcs Ĩj have one of the following forms:
a) if J 6= ∅, then

Ĩj = γ
(
exp(iθj), exp(iθ̃j)

)
or γ

(
exp(iθ̃j), exp(iθj)

)
and

|A(θj)−A(θ̃j)| < 2π;

b) if J = ∅, then J̃ contains one element and

Ĩj = γ
(
exp(iθ̃j+1), exp(iθ̃j)

)
,

where

|A(θ̃j+1)−A(θ̃j)| < 4π.

Case b). Suppose J = ∅,

I = Ĩj = γ
(
exp(iθ̃j+1), exp(iθ̃j)

)
, |A(θ̃j+1)−A(θ̃j)| < 4π.

Since I may contain the point −1, but does not contain in our case the point 1, it
is convenient to switch from the function A defined on [−π, π]\{0} to the following
function defined on (0, 2π):

A(ψ) =
{

A(ψ), if ψ ∈ (0, π],
A(ψ − 2π), if ψ ∈ (π, 2π). (3.3)

Let ψ0 < ψ1 be such that A(ψ0) = A(θ̃j+1) and A(ψ1) = A(θ̃j).
Using the change of variable u = A(ψ) we get

∆p :=
1
|I|

∫
I

ρp(B(ζ))|dζ| = 1
ψ1 − ψ0

∫ ψ1

ψ0

ρp
(
exp(iA(ψ))

)
dψ

=
1

ψ1 − ψ0

∫ A(ψ1)

A(ψ0)

ρp(exp(iu))
du

A′(ψ(u))

≤
maxψ∈[ψ0,ψ1](A′(ψ))−1

ψ1 − ψ0

∫ A(ψ1)

A(ψ0)

ρp(exp(iu))du.

According to the mean value theorem there exists ψ∗ ∈ (ψ0, ψ1) such that

A′(ψ∗)(ψ1 − ψ0) = A(ψ1)−A(ψ0).
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It is now easy to derive from Lemmas 3.1 and 3.2 that

∆p ≤ A′(ψ∗)
minψ∈[ψ0,ψ1]A′(ψ)

(
1

A(ψ1)−A(ψ0)

∫ A(ψ1)

A(ψ0)

ρp(exp(iu))du

)

≤ c4
A(ψ1)−A(ψ0)

∫ A(ψ1)

A(ψ0)

ρp(exp(iu))du,

where the constant c4 depends only on c1 from Lemma 3.1-b). Similarly,

1
|I|

∫
I

ρ−q(B(ζ))|dζ| ≤ c4
A(ψ1)−A(ψ0)

∫ A(ψ1)

A(ψ0)

ρ−q(exp(iu))du.

Hence (
1
|I|

∫
I

ρp(B(ζ))|dζ|
) 1

p
(

1
|I|

∫
I

ρ−q(B(ζ))|dζ|
) 1

q

≤

c4

(
1

A(ψ1)−A(ψ0)

∫ A(ψ1)

A(ψ0)

ρp(exp(iu))du

) 1
p

×

(
1

A(ψ1)−A(ψ0)

∫ A(ψ1)

A(ψ0)

ρ−q(exp(iu))du

) 1
q

≤ 2c4Cp

(see (1.1)). The factor 2 appears in the right-hand side because A(ψ1) − A(ψ0)
may be larger than 2π but is less than 2× 2π.

Case a). Let J0 ⊂ Z be the smallest set such that

I ⊆
⋃
j∈J0

Ij .

It follows from Lemma 3.2-b) that∑
j∈J0

|Ij | ≤ c5
∑
j∈J

|Ij | ≤ c5|I|, (3.4)

where the constant c5 depends only on c1 from Lemma 3.1-b).
Let us estimate

Λj,p =
∫
Ij

ρp(B(ζ))|dζ|.

This is similar but easier than the estimate for ∆p in the case b), because we do
not need to deal with the function (3.3) now. Since A(θj)−A(θj+1) = 2π, we have

Λj,p ≤
c4|Ij |
2π

∫ −2πj

−2π(j+1)

ρp(exp(iu))du =
c4|Ij |
2π

‖ρ‖pLp(T).
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Hence ∫
I

ρp(B(ζ))|dζ| ≤
∫

⋃
j∈J0

Ij

ρp(B(ζ))|dζ| =
∑
j∈J0

∫
Ij

ρp(B(ζ))|dζ|

≤
∑
j∈J0

c4|Ij |
2π

‖ρ‖pLp(T) =
c4
2π

‖ρ‖pLp(T)

∑
j∈J0

|Ij | ≤
c4c5
2π

‖ρ‖pLp(T) |I|

(see (3.4)). Similarly ∫
I

ρ−q(B(ζ))|dζ| ≤ c4c5
2π

‖ρ−1‖qLq(T) |I|.

Hence (
1
|I|

∫
I

ρp(B(ζ))|dζ|
) 1

p
(

1
|I|

∫
I

ρ−q(B(ζ))|dζ|
) 1

q

≤

c4c5
2π

‖ρ‖Lp(T) ‖ρ−1‖Lq(T) ≤ c4c5Cp .

�

Remark 3.3. The proof of Theorem 1.3 can be easily extended to any inner function
v such that arg v(eiτ ) has a continuous and increasing branch on (0, 2π), and
A(θ) := arg v(eiθ) has the following property

maxθ∈[θj+1,θj−1]A
′(θ)

minθ∈[θj+1,θj−1]A
′(θ)

≤ m < +∞, ∀j ∈ Z, (3.5)

where θj ’s are defined by (3.2). Indeed, (3.5) is exactly what is needed for the case
b) in the proof of Theorem 1.3. The case a) relies also on Lemma 3.2-b) which in
turn follows from (3.5).

The above applies for example to the singular inner function

S(ζ) = exp
(
κ
ζ + 1
ζ − 1

)
, κ = const > 0.

Indeed,

A(θ) = argS(eiθ) = −κ cot
θ

2
and it is not difficult to see that (3.5) holds in this case. This corresponds to the
case of the so-called periodic discontinuity which was considered in [9].

4. Proof of Theorem 1.2

Proof. Let a0 ∈ L∞(T) be defined by

a0(eiτ ) = exp
(
i
τ

2

)
, τ ∈ (0, 2π).

Then a0 is continuous on T \ {1}, a0(1 ± 0) = ±1, T (a0) : Hp(T) → Hp(T) is
invertible for any p ∈ (1, 2), and T (1/a0) : Hp(T) → Hp(T) is invertible for any
p ∈ (2,+∞) (see [8, 9.3, 9.8] or [2, 5.39]).
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Let h0 = h exp
(
−iπ2 log 2

)
, where h is the function from Example 2.3 with

c = π
2 . Then

h0(eit) = |h(eit)| eiϕ(t) , t ∈ [−π, π],

where

ϕ(t) = −π
2

log
∣∣∣∣2 sin

t

2

∣∣∣∣
(see (2.5)).

Let f be a 2π-periodic function such that f ∈ C∞([−π, π]\{0}), f(t) = ϕ(t)
if −π/2 ≤ t < 0, and f(t) = −f(−t) if 0 < t ≤ π/2. Then

e2if(t) = B
(
eit
)
g
(
B
(
eit
))
d
(
eit
)
, t ∈ [−π, π], (4.1)

where g, d ∈ C(T), the index of g is 0, and B is the infinite Blaschke product with
the zeros

zk =
2− exp(−k + 1/2)
2 + exp(−k + 1/2)

(see Theorem 2.2). Since the index of g is 0, there exists g0 ∈ C(T) such that g2
0 = g.

Let d0 ∈ C(T) be such that d2
0(e

it) = d(eit) for t ∈ [−π/2, π/2], d0(eit) 6= 0 for
t ∈ [−π, π] and the index of d0 is 0.

Consider the function a ∈ L∞(T) defined by

a(eit) = a0

(
B
(
eit
)) (g0 (B (eit)) d0

(
eit
)
|h0(eit)|

h0(eit)

)
. (4.2)

It follows from (4.1) and from the definition of the function f that a2(eit) = 1 if
−π/2 ≤ t < 0. It is clear that the second factor in the right-hand side of (4.2)
is continuous on {eit| − π/2 ≤ t < 0}, whereas the first one has infinitely many
discontinuities in any left semi-neighbourhood of 1. Hence a takes values 1 and −1
in any left semi-neighbourhood of 1. So, a(1− 0) = {±1}.

The operator T (a±1) : Hp(T) → Hp(T) is invertible if and only if T (a±1
0 ◦B) :

Hp(T) → Hp(T) is invertible (see, e.g., [6, Theorem 2.1, Propositions 2.3, 4.1 and
5.4]). The latter operator is indeed invertible because T (a±1

0 ) : Hp(T) → Hp(T) is
invertible and B satisfies (1.3) (see Corollary 1.4). �
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