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Abstract

A method for practical realization of the inverse scattering transform method for the Korteweg—
de Vries equation is proposed. It is based on analytical representations for Jost solutions and for
integral kernels of transformation operators obtained recently ([22], [23]). The representations have
the form of functional series in which the first coefficient plays a crucial role both in solving the
direct scattering and the inverse scattering problems. The direct scattering problem reduces to
computation of a number of the coefficients following a simple recurrent integration procedure with
a posterior calculation of scattering data by well known formulas. The inverse scattering problem
reduces to a system of linear algebraic equations from which the first component of the solution
vector leads to the recovery of the potential. We prove the applicability of the finite section method
to the system of linear algebraic equations and discuss numerical aspects of the proposed method.
Numerical examples are given, which reveal the accuracy and speed of the method.

1 Introduction

The inverse scattering transform method (ISTM) for solving nonlinear partial differential equations
was discovered in 1967 in the paper [16] in application to the Korteweg—de Vries (KdV) equation,
which can be written in the form

U — Uy + Ugrr = 0.

The equation models shallow water waves and admits solitary wave solutions.

The method was further developed in 1972 in [37] in application to another important equation
of mathematical physics, the nonlinear Schrodinger equation, whose principal applications are to the
propagation of light in nonlinear optical fibers (see, e.g., [34]).

After those first works the ISTM encountered many other applications related to a large number
of nonlinear evolution partial differential equations of mathematical physics. We refer to the books
[, 2], [3] covering parts of this wide topic.

In theory the ISTM offers a beautiful way for solving the initial value problem for the nonlinear
equation. In order to obtain the solution at a given time one has to solve successively a couple
of spectral problems for a linear ordinary differential equation (or system): a direct and an inverse
scattering problems. If one is interested in visualizing the evolution of the solution in time, then not
just one but a number of inverse scattering problems has to be solved.
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The most important practical result of the ISTM until now is the possibility to obtain solitonic
solutions (see, e.g., [1I, [2], [3], [10], [27], [29]). However, the ISTM is not widely used for numerical
solution of the initial value problems with general initial profiles (not necessarily leading to solitonic
solutions). The reason is the difficulty of solving the direct and inverse scattering problems on the
line. Instead of the ISTM many purely numerical approaches have been developed for solving nonlinear
evolutionary equations, in particular, the KdV equation (see, e.g., [5], [6], [12], [I3], [32]). They have
important limitations. (a) Instead of considering problems on the whole line with respect to the space
variable, they solve problems on finite intervals with some fictitious boundary conditions, and thus,
in general, do not serve for solving the initial value problem on the whole line. (b) In order to obtain
a picture of the solution at a given time the solution needs to be computed for preceding times on a
sufficiently fine mesh.

Recently, with the aid of several new ideas developed and implemented, there appeared a feasible
way for practical realization of the ISTM in all its might and with all attractive features. This is the
main subject of the present work.

It is well known that in principle solution of direct and inverse scattering problems on the line for
the one-dimensional Schrédinger equation

—y" +q(z)y =p’y, —oc0<z<o0

with (1 + |z])g(z) € Li(—00,00), and p € C, reduces to construction of the kernel of an appropriate
transmutation (transformation) operator, which maps the exponential function into the Jost solution.
When solving the direct problem, the knowledge of the transmutation kernel implies the knowledge
of the Jost solution for all values of the spectral parameter, which in turn leads to the possibility
of computing scattering data. And solution of the inverse problem reduces to the Gelfand-Levitan-
Marchenko integral equation serving for calculation of the transmutation kernel from given scattering
data. The potential is recovered from the transmutation kernel by one differentiation.

However, until recently the approach based on the transmutation kernel for solving both direct and
inverse scattering problems in general has not resulted in an efficient numerical method. Construction
of the transmutation kernel by a known potential is quite a challenge as well as the recovery of the
transmutation kernel from the Gelfand-Levitan-Marchenko equation.

In the recent work [22], [23], [14] it was shown that solution of both direct and inverse scattering
problems can be reduced to calculation of the first coefficient of a Fourier-Laguerre series expansion
of the transmutation kernel. The kernel itself is not needed. To the difference from the transmutation
kernel which is a function of two independent variables, the first coefficient is a function of one variable.
Its knowledge allows one to compute the Jost solution for all values of the spectral parameter (which
serves for solving the direct problem), as well as to recover the potential (when solving the inverse
problem). More precisely, it is convenient to consider simultaneously two Jost solutions, which we
denote by e(p,x) and g(p,x), satisfying corresponding asymptotic conditions at the “4” and “—”
infinities, respectively, as well as the first coefficients of Fourier-Laguerre series expansions of two
corresponding transmutation kernels. The first coefficients we denote by ag(x) and by(z), respectively.
They can be written in terms of the Jost solutions as follows

ap(x) = e(%,:n)eg -1 (1.1)
and
bo(z) = g(%,x)e_% -1 (1.2)

Thus, to know ag(z) is equivalent to know the Jost solution e(p,z) for p = % and similarly, to know
bo(z) is equivalent to know the Jost solution g(p,z) for p = §. It is obvious that the knowledge of



ap(z) or by(z) is sufficient for recovering ¢. Indeed, from (LI) and (L2)) it follows that

ay — ay
=2 v 1.3
¢ ag+1 ( )
and
by + bf,
= . 1.4
1= B+ 1 (1.4)

Moreover, in [22], [23] a system of linear algebraic equations was derived for the coefficients of the
Fourier-Laguerre series of the transmutation kernel and thus ag(z) and bg(z) can be obtained by
solving the corresponding system of linear algebraic equations.

Furthermore, as it was shown in [14] (see also [23, Chapter 10]) the Jost solution e(p, x) for all values
of p, Im p > 0 can be quite easily obtained from ag(z), and similarly g(p, x) from by(x). Calculation of
the Jost solutions from ag(x) and bg(z) reduces to a recurrent integration procedure [14], [23] Chapter
10], which eventually leads to a very convenient procedure for computing both the discrete scattering
data and the reflection coefficients by evaluating power series in a unitary disk of the complex variable
z = (% + z'p) / (% - z'p). The overall approach based on the computation of the functions ag(x) and
bo(z) for solving both the direct and inverse scattering problems leads to a direct, quite simple and
efficient numerical method for solving the Cauchy problem for the KdV equation. In the present work
we discuss this method in detail.

We provide a rigorous justification of the method which includes the applicability of the finite
section method, the analysis of the convergence rate in dependence on the smoothness of the potential,
the existence of the derivatives ay,, ag and b, by (when ag and by are computed as solutions of the linear
algebraic systems), which is required for recovering the potential ¢ from (L3]) or (I4]), respectively,
and discuss details of its numerical implementation. Numerical examples are given, which reveal the
accuracy and speed of the method proposed.

2 Representations for Jost solutions and their derivatives

We consider the classical one-dimensional scattering problem. Given a real valued function g(x),
—00 < x < oo satisfying the condition

/_oo (1+ |2]) |g()] dz < oo, 2.1)

compute the corresponding scattering data which include a finite set of eigenvalues and norming
constants and a reflection coefficient. All the scattering data are defined in terms of so-called Jost
solutions of the Schrodinger equation

4" +q(zr)y =Ny, —oo<z< o0 (2.2)

where A € C is a spectral parameter, A\ = p%, p € Q; = {p € C|Imp > 0}. They are the unique
solutions e(p, z) and g(p, x) of ([22)) satisfying the asymptotic relations

e(p,x) =P (1+0(1)), €(p,x)=1ipe? (1+0(1)), z— oo, (2.3)

glp,x) = e P (L+0(1), d'(p,x) = —ipe™ " (1 +0(1)), z— —o0
uniformly in Q. When p € R we have

e(—p,x) =e(p,z), g(—p,x)=g(p, ). (2.4)



Under the condition (2.1) the Jost solutions admit the following integral representations
. o0 .
e(p,x) = e'f? +/ A, t)edt (2.5)
T
and
. z .
g(p,x) = e P +/ Bz, t)e"dt (2.6)
—o0

where A and B are real valued functions such that

Blxx) = / " (e,

A(z,-) € Ly (x,00) and B(z,-) € Ly (—o0,x). More on the properties of the kernels A and B can be
found in [28].

Theorem 2.1. [22], [23] The functions A and B admit the following series representations

Az, t) = Z an(x)Ly(t — m)e%t (2.8)
n=0
and
B(z,t) =Y bu(x)Ln(z —t)e 2" (2.9)
n=0

where L, stands for the Laguerre polynomial of order n.
For any © € R fixed, the series converge in the norm of Lo (z,00) and Lg (—00,x), respectively.
For the coefficients ag(z) and by(x) the equalities are valid

ap(x) = e(%,:n)eg -1 (2.10)
and
bo(z) = g(%,x)e‘g -1 (2.11)
The coefficients ap(z), by(x), n=0,1,... are the unique solutions of the equations
Lag — aj = q, (2.12)
Lby + b, = q, (2.13)
La, —a, = Lay,_1+a, 1, n=12,...,

Lby+ b, =Lby1—b, ;, n=12,...,

with L := %—q(m), satisfying the boundary conditions a,(x) = o(1), when x — 400 and b,(x) = o(1),
when x — —oo.



In [14] (see also [23]) a recurrent integration procedure for efficient computation of the coefficients
of the series (2.8) and (2.9]) was derived. We give it in Appendix.

Note that due to the identity L,(0) = 1, for all n = 0,1,..., from (2.8) and ([2.9) two useful
relations follow

T

;::Oan(x) = A(z,z) = %/xoo q(t)dt, ;::Obn(g;) = B(z,z) = %/ q(t)dt.

— 0
Denote

z = i Z_p. (2.14)

D=

N[

Notice that this is a Mobius transformation of the upper halfplane of the complex variable p onto the
unit disc D = {z € C: |z| < 1}. In terms of the parameter z the following representations for the Jost
solutions were obtained in [22] (see also [I5] and [23])

e(p,x) = e'” (1 +(z+1) Z (=" z"an(:n)) (2.15)

n=0

and

n=0

9(p,a) = (1 FEHD Y (- z"bn@:)) (2.16)

where the coefficients a,, and b, can be constructed following the recurrent integration procedure
described in Appendix.

The coefficients a,, and b, are real valued functions, a,(z) — 0 when z — 400 while b,(x) —
0 when # — —oo. For any z € R the series Y o2 jaZ(z) and Y oo b2 (z) converge, which is a
consequence of the fact that they are Fourier coefficients with respect to the system of Laguerre
polynomials of corresponding functions from Ly (0,00;¢™) (see [15]). Hence for any z € R the
functions e(p, z)e~"** — 1 and g(p, z)e’”® — 1 belong to the Hardy space H?(D) as functions of z (this
is due to the well known result from complex analysis, see, e.g., [33, Theorem 17.12]).

Analogous representations were obtained for the derivatives with respect to  of the Jost solutions

under an additional assumption of the absolute continuity of the potential ¢ (see [15]),

¢ (p,7) = P (i - % /Oo gt + (2 + 1) S (—1)" z"dn(:n)) (2.17)

2(z+1) =
J(p,x) = e=iF® <—2(z%+11) + % /_ oo ()t + (= + 1) HZ:;] (—1)" z"cn(:n)> (2.18)

where the coefficients {d, } and {c,} are obtained from the coefficients {a,} and {b,}, respectively,
with the aid of the relations given in Appendix. Here we emphasize that the whole procedure of
computation of the four sets of coefficients requires the computation of the Jost solutions e(%,x),
g(%,x) and their first derivatives. All subsequent operations besides arithmetic operations involve
the integration only, which from a practical viewpoint makes the procedure convenient for efficient
computation. For the representations (2.15)-(218]) truncation error estimates were obtained in [15].



Remark 2.2. From (210) and (211) it follows that the knowledge of ay or by is sufficient for recov-
ering q. Namely,

" /
ag — Qg
=3 v 2.19
a ap+ 1 ( )
and
by + b
— . 2.20
1= B 1 (2.20)

Indeed, from (210) we have that e(t,z) = e~ 3 (ag(z) + 1). Differentiating twice this equality and
recalling that e(%,x) is a solution of the equation —y" + q(z)y = —1y gives us (ZI9). The equality
(Z220) is obtained analogously.

3 Scattering data

We refer to the books [10] 28], [29] [36] for the theory of the scattering problem. Here we introduce only
the definitions indispensable for the present work.

Consider the following scattering amplitudes (elements of the scattering matrix) a(p) = — 2Tl.pW le(p,x),9(p, )]
and b(p) = ﬁW[e(p,x),g(—p,x)], p € R where W denotes the Wronskian. Notice that since the

Wronskian of any pair of solutions of (Z2]) is constant, we may consider it at 2 = 0. Thus,

a(p) = —gl.pw (e(p.0),9(p.0)] p €T,
and
b(p) = 271.pw ¢(p.0).9(~p,0)], pER

Notice that the second expression is well defined for real values of p only, because when Imp > 0, a
solution of (2.2 behaving like e~%% when z — —oo is not unique.
The reflection coefficients (right (4) and left (-)) have the form [36], p. 210]

~—

(Fp

H-
S

, peR (3.1)

We recall that the eigenvalues of ([2.2]), if they exist, form a finite set of negative numbers A\, =
pz = (iTk)2, 0 <7 <...<7n. The corresponding norming constants are introduced as follows

0 —1 oo —1
af = </ ez(pk,:n)da:> and ap = (/ g2(pk,x)dx> .

For their computation another formula can be used [36] p. 215]

of = (dk)il (3.2)

where the constants dj, are defined from the relation dy = g(pk,z)/e(pr, ) = g(pr,0)/e(pk,0) (notice
that when Ay = p? is an eigenvalue, the Jost solutions e(py, ) and g(py, ) are necessarily linearly
dependent).



The sets
J* = {s*(p), p € R; M, ap, k=T, N}

are called the right and left scattering data, respectively.

To solve the direct scattering problem means to find J* or J~ by a given potential ¢ satisfying (2.1]).
The inverse scattering problem consists in recovering the potential ¢ from a given set of scattering
data JT or J~.

4 Inverse scattering transform method

Here we briefly recall the inverse scattering transform method for solving the Cauchy problem for the
KdV equation

Uy — 6uly + Uprr = 0. (4.1)
Consider (4.1]) subject to the initial condition
u(z,0) =q(x), =z € (—o0,00), (4.2)

where ¢ is assumed to be a given real valued function satisfying (2.1). This Cauchy problem is uniquely
solvable. Then in order to obtain the solution u(z,t) at any prescribed instant ¢, according to ISTM,
the following steps should be performed.

1) Compute the set J* or J~.

2) Apply the evolution law to the scattering data as follows

TE(t) = {Si (0,1) = 5% (p) X5P°t p e R Mo(t) = A = —72, @ (t) = a}fei&gt}

That is, the eigenvalues A do not change for ¢ > 0 while to compute the norming constants and the
reflection coefficients for ¢ > 0 one needs simply multiply their values corresponding to t = 0 (or to
q(x)) by a corresponding exponential factor.

3) Solve the inverse scattering problem for J*(¢) or J~(¢). The recovered potential is precisely
u(x,t).

5 Representations for scattering data

Computation of the discrete spectral data (eigenvalues and norming constants) requires considering
purely imaginary values of p, such that p = ir, 7 > 0, while for computing reflection coefficients s¥(p)
one needs to consider all real values of p. In terms of the parameter z defined by ([2.14]) this means that
computation of discrete spectral data should be performed on the interval (—1,1) (when A — —oo one
has that z — —1, and A = 0 corresponds to z = 1), while computation of the reflection coefficients is
done on the unitary circle z = € with § € (—7,7) (6 = 7 corresponds to p = +00).

5.1 Discrete spectral data

Having obtained the coefficients {a,}, {b,}, {¢n} and {d,} as explained in Appendix, with the aid of
the series representations (2.I5])-(2.18]) it is easy to compute the square roots py of the eigenvalues as
zeros of the function a(p). We have

—2ipa(p) = W [e(p,0), 9(p,0)] = e(2)G(2) — E(2)g(2),



where

e(z) =1+ (= + 1)20(—1)" 2y (0), (5.1)

g(z) =1+ (z+1) gjo (—1)" 2", (0), (5.2)

B() = % - /0 Tt + (= + 1) g (—1)" 2"dy (0) (5.3)
and

G(z) = _2(Zz—+ 11) . % /_(; q(t)dt + (2 + 1)2 (=1)"™ 2"¢, (0). (5.4)

Thus, computation of the eigenvalues reduces to computation of zeros z of the function
D(z) = e(2)G(2) — E(2)g(2)

on the interval (—1,1), and

2
Zk — 1
M=—|=—0—- .
(2 (2 + 1)>
For computing the norming constants oz,f it is convenient to use (3.2)). Here again, to find dj one

may compute e (pg,0) and g (pg,0) by (2.15) and (ZI6), and then dy, = g (2) /e (zk)-
To obtain a'(px) which is required by ([B.2]), we notice that

2
00 =~ L ep0000,0) =2 (24) w0 - a2

Since g—; =i(z+1)%, we obtain

2 3
a(p) = 2i <Z + 1) D(z) — z'(z i 11) ' (2)

z—1

where ®'(z) is easily calculated by using the representations (5.1])-(5.4]).

5.2 Reflection coefficients

Computation of the reflection coefficients is performed according to formula (B1I), from which by
taking into account (2.4]) we obtain

W [W7 9(p, 0)}

sT(p) = W [e(p,0), g(p, 0)]
and
) B 1%, |:€(p70)7g(p70)}
) = W0 g



In terms of the functions (5.I))-(5.4]) we have

t(p) = e(2)G(z) — E(Z)g(2) where z is given by (2.14)),

and

These expressions have to be computed for z running along the unitary circle, namely for z = €%,

0 € (—m, ) which corresponds to p running along the real axis from —oco to +o0.

6 Inverse scattering

6.1 System of linear algebraic equations for the Fourier-Laguerre coefficients

The transmutation operator kernels A and B satisfy the corresponding Marchenko equations, often
called Gelfand-Levitan-Marchenko equations (see, e.g., [10], [28], [36])

F+($+y)+A(x,y)+/ A, ) Ft(t+y)dt =0, y>uz (6.1)
and
F~(x+y)+ B(z,y) + / B(z,t)F~(t+y)dt =0, y<uz (6.2)
where
N 1 [
17—km + +ipx
; age 27T / 5T (p) e dp. (6.3)

Equations (G.I)) and (6.2) are uniquely solvable. However, the method proposed in the present work
does not involve their solution. In fact, we use equations (G.I)) and (6.2]) in order to obtain a system
of linear algebraic equations for the coefficients {a, }, -, and {b,},~,, respectively, which allows us to

compute ag and by and hence to recover ¢ by (2.19) and (2.20).
Let us introduce the following notation

1 m+n 1 . \m+n
_ T 1 [ - 5 +1ip
Amn(:p) :: m+n <§ :ak 2Tkx( 2+ Tk§2n+n+2 + A /—oo S+ (p) EQZPSU (52_ Z.p)2!1+n+2 dp) ) (64)
2 2

k=1 (% + 7 ) 21 J—co - z'p)
N 1 m+n 0o 1 . \m+4n
B 1 1 - oive (% +ip)
B (2) = (—1)m+n o= 2Tk (3 =) _|__/ s e~ 2ipr _\2 dp |, (6.6
mn (%) == (1) <k§:1 IEEEEnERET N (p) L) p |, (6.6)



Theorem 6.1. [22], [23] The coefficients {an},- and {by}ro from (28) and (23), respectively,
satisfy the following systems of linear algebraic equations

am(x) + Z an(z)Amn(z) =rm(z), m=0,1,... (6.8)
n=0
and
b () + Z b () By (z) = sp(x), m=0,1,.... (6.9)
n=0

For every m the series in (6.8) and (6-3) converge pointwise.

The system (6.8)-(C9) is well suited for approximate numerical solution by the finite section
method, i.e., considering m,n < N. Similarly to [25], [26] one can check that the truncated system
coincides with that obtained by applying the Bubnov-Galerkin process to the integral equation (6.1I)
with respect to the orthonormal system of Laguerre functions. Hence one obtains that the truncated
system is uniquely solvable for all sufficiently large NV, the approximate solution converges to the exact
one as N — o0, the condition numbers of the coefficient matrices are uniformly bounded with respect
to N, and the solution is stable with respect to small errors in the coefficients, see [30]. We leave the
details to the reader. However, we would like to point out that we do not need the whole solution of
the system (6.8)—([6.9]), only the first component ag is sufficient to recover the potential.

In the following sections we present a different approach to the study of the system (G.8)—(6.9])
based on the Hankel equation and Hankel operators.

6.2 Derivation of systems (6.8) and (6.9)) from Hankel equation

Systems (6.8) and (6.9) are derived from the Gelfand-Levitan-Marchenko equations. On the other
hand the inverse scattering problem can be reduced to another integral equation (see [18]) which has
the form

(I +H(p))y) (p) = —H(p) (1) (p) (6.10)

where

y(p) =e "e(p,x) -1,

Hw) () = 5 [ E0ar per

is a Hankel operator. Here the integral is understood in the sense of the limit value

/°° ey (), [T Dy
oo TP e=40 J_oo T+ (p + i€)

The symbol of the Hankel operator has the form
© (7_) — R(T)eSit'r3+2ixT

where R(7) is the reflection coefficient (R(7) = s~ (7)).
Let us derive system (6.8) from (6.I0). We have

y(1) = (2(7) + 1) Z (=1)" 2"(T)an(x) = T —12'7' (=1)" 2" (7)an (). (6.11)
n=0 2 n=0

10



Substitution of (.11]) into (E.I0) gives

e 2 ) [P _e@en) 1% o)
nZ:%( Y 3~ ip +n§( Y o /_OO(%_Z-T)(T+p)d = 27Ti/_oo(r+p)d'(6‘12)

Let us make use of the orthogonality of the system {2} on the unitary circle

1 nem A% 1, n=m,
Onm = 55 JL 72 7—{0, n#m.

, M

Changing the variable

1 .
5 T
Z:Z(T):% —: R—T,
E_ZT
id
ds — idr
(3-in)”
2
we obtain

1 [ 2"(r)z™(r) dr 1 [ gn=(mtl)(7)
5n,m - % 1 2 Z(T) = % ﬁdT
—0o0 (5 — ZT) —00 (§ — ’ZT)
Multiplying (6.12]) by
(=)™ 2=t (p)

2m %—i,o

and integrating over R leads to the equality

_1\ym [e'e) ) 2*(1)dr %) Z_(ml)
on()+ 52N 1 anle) [ M(l / (p) dp)

2mi (3 —iT) o1 oo (2 —ip) (T+p)

__enmoe ydr e 2T (p) -
i /_Ooso(f)zﬂ </_w(%_ip)(7+p)dp>, =0,1,.... (6.13)

The interior integral can be calculated with the aid of the residue theory by considering R as a
closed contour enclosing the lower half-plane. The function

Z—(m+1)(p)

1 .
2 7

has no pole in the lower half-plane. Hence

1 /oo Z_(m+1)(p) do— Lim <_Z'Z—(m+1) (-7 — 16)) _ _'Z—(m+1) (_7_)‘

lim — = {
=0+ 27 J_o (3 —ip) (T + p +ic) P= o T —i(—r—ig) I +ir

Thus (613) takes the form

X 1\nt+m+1 00 ) 27 (T Z—(m—l—l) —\dr
A Y [ el
n=0

I il A (St y F g

) (—1>m_/°° o (r) =) (_7)dr

27 oo % + 4T

, m=0,1,....

11



Since 2(—7) = 271(7), we obtain
s S EUTL () )y
g [ e
LU e e

27 —so % + 4T

m=0,1,.... (6.14)
This system coincides with (6.8]). Clearly, instead of (6.12]) we can consider an equation corre-
sponding to the function g(p,z) and obtain (G.9)).

Remark 6.2. System (6-1]) represents an infinite system of linear algebraic equations generated by a
Hankel matriz, entries of which depend on the sum of indices (m + n). This is not accidental. In the
work [18] and in some other it is proved that the operator on the left hand side of (G10) is invertible
in the space Ly (R). Hence y(p) € Ly (R). This implies that y (p) admits a series representation of
the form

y(p) =y (px) = ZM (6.15)

Indeed, f(z) € L3 (T) is equivalent to the equality
F2) =" fa2"
n=0

where "7 |fn|2 < 0o. The operator of the change of the variable
1
(Uf)(p) = Tz'pf(z (p): L2(T) = Lo (R)
2
is an isometry. Thus we obtain the representation (6.13). It in turn coincides with (6.11) up to

the factor (—1)", but is obtained independently of Levin’s representation. Thus, system (6-14)) can be
written in the form

T+K)X =f

where K is a compact operator, and the operator I + K is invertible.

7 Convergence of the finite section method

Consider the Hankel operator defining equation (6.I0). It can be written in the form

(H()y) (p) = (JP ¢y) (p)

where the analytic projection operator P~ has the form

(1)) =ty e [~ LD

=0+ 211 J_oo T — (p — i€)

12



and (Jf) (p) = f (—p) is the reflection operator.
Obviously, if AT (p) € HE (R), where HX (R) is the set of all bounded analytic functions in the
upper half-plane, then

H(p + h™) = H(p).

Hence instead of the symbol ¢ we can introduce a modified symbol ¢ + ht. The function ¢ (p) has
the form

¢ (p) = R(p)ctite’ +2iar, (7.1)

At first sight the highly oscillating factor deteriorates the smoothness properties of ¢ (p), however the
smoothness properties of ¢ + A" improve (in comparison with R(p)). The smoothness of the Hankel
operator symbol is important since the higher it is, the faster is the decay of the elements of the Hankel
matrix.
Together with the symbol (7.I]) we consider its derivatives with respect to x:
&’

505 (0, 0) = (2ip)! R(p)e7 200, (7.2)

In [20] it was proved that under the condition
q(z) € L1(R, (1 + [z))Y), a>1 (7.3)

the reflection coefficient admits the representation

R(p) = T4 (p)G-(p) 74
with
T.(p) € HE(R) 75
and
_ L > s 6—22'5 s 1 > /s e—2’i8 S
G- () = 55, [ e s+ iy [ Qe (76)

where Q(s) is an absolutely continuous function satisfying the inequality

QO] <Cla@)]+Ca [ latw)du (7.7)
where C} and Cy are independent of s. Note that this inequality implies the inclusion Q" € Ly (R, (1 + |z[)*™").
Denote
S (p,x) = 8tp> + 2zp. (7.8)

Let us show first that the finite section method is applicable to system (6.14]) under a quite general

assumption when the symbol ¢ (p) is a continuous on the closed real axis R function. The function of
the form (7)) fulfils this condition since R(%o00) = 0.
Let us introduce two families of projection operators on the space L3 (R) := Pt (L (R)).

13



Let

= f’f, (o), Il < oo
k=0

L_
k=0 2

1y
belong to the class L (R). We recall that z (p) = %:Z. Then

2

|
—

n

(Fuf) (p) :

e k), (@uf)( Z

1

Eol
I
D=

0

Theorem 7.1. Let p(p) € C (]R) and the operator (I +H(p)) be invertible in the space Ly (R).
Then the finite section method is applicable to system (6.14) in the same space.
Proof. Instead of the system (6.14]) consider its reduced analogue
k—l—m—l—l o0 k+m+1
(1) 2 (T)dr
+
Z ($) /;oo % + 72

_ (—1)m /°° ¢ (1) 2™ (1)dr

21 ) s +ir

m=20,1,...,n—1.

This system can be written in the form
(P + PoH(0)) Pay) (p) = —FPaH() (1) (p) - (7.9)
Denote A~ := (I + H(y)) " and consider the product
Po (I +H(p)) Po - PuA™' Py = P (1 +H(p)) A7 By — P (14 H(p) QuA™
=P, — P,H(p)Q,A"'P,. (7.10)

The operator Q,A~'P, tends to zero in a strong sense when n — oo. Since the operator H(yp) is
compact (see, e.g., [8, p. 77]), the operator P,H(¢)Q,A~'P, tends to zero in the operator sense.
Thus, for a large enough n the operator on the right-hand side of (7.I0) is invertible. Hence the

operator P, (I +H(y)) P, is invertible in the space L+(n) (R) := P,LJ (R), and, moreover, the norms
of the inverse operators are uniformly bounded. It remains to show that the solution of (Z.9)) tends to
the solution of (6.14]) when n — oc. Indeed, let f € L3 (R). Consider

Rof = ((I+H(p) ™ = (P (I +H(@) P) ') f
= —(Py+ PH(9)P) ™ (T +H(9)) Qn + QuH(9)Py) (I + H(p) ™' f+ Qu (I + H(p)) " f.
Thus,

[1BnfllL, < MM (Quillp, + M ||QutdnllL, + 1@ntl L,

where M, =

(P H(@) P) 7| M = 11 ()1 6 = B(@) P (1 + Hi()) ™ F amd oo =

(I +H(p)) "' f. Since M, is umformly bounded with respect to n, and the sequence of functions {1, }
converges in the Lo-norm, we obtain that

lim |[Rafll,, = 0.

14



Remark 7.2. In fact for the proof of Theorem[7.1] it is sufficient to notice that the case under consid-
eration is covered by Proposition 2.4 from [7], however this would require some additional notations
and definitions.

Thus, we proved the convergence of the finite section method for the system (6.14]) in the space
l2(Z). For the proof of a stronger convergence it is necessary to use some deeper results concerning
properties of the operator H(y)

In [I8], [19] it was shown that under the assumption (Z.3)) the
operator H(y) is nuclear together with the operators
o
—H
507 HL(#);

i=1,2,...,[2].

We recall that the operator K is nuclear if its singular numbers satisfy the condition
o

> Isi(K)| < 0.

i=1

In the case o = 1 the first and the second derivatives of the operator H(y) are nuclear operators
The set of nuclear operators is denoted by Gj.

According to system (6.14]) the matrix of the operator H(ip) in the basis

, k=0,1,...
has the form

~ _1\ptl  roo ) 2P+ (1) dr
() = (heom By o= [ LDZ D

00 %4‘7’2

(7.11)

As it is known, the trace of the matrix is invariant with respect to the change of the basis. If the

operator is nuclear the sum of the absolute values of the diagonal elements is finite (see, e.g., [L1], p.
267]). In our case this means that

> |ham| < 0.
m=0
Consider the symbol

e1(p)=2(p) ¢ (p).

It is easy to see that

H(p1) = H(p) (PT2P7).

Thus, H(p1) also belongs to G1. The matrix of the operator H(y1) has the form
H(p1) = {hk-i-m-l-l}z?m:()'

Thus we have

(e}
> lhamia| < 00
m=0

15



and hence

9]
> |hl < 0.
m=0

Let us introduce the space [ (R) of functions admitting the representation

P = =" 1), Y Il < oo
=0 k=0

1 .
3 Wy

Then the following statement is valid.

Theorem 7.3. Let the function ¢ (p) of the form (7)) satisfy the conditions (7.3)-(7.7). Then the
operator H(p) is compact in the space l1 (R) and the operator I + H(p) is bounded and invertible in
this space.

Proof. Let us show that H(p) can be represented as a limit with respect to the operator norm of the
family of finite-dimensional operators {K,} ;. Indeed, let f (p) € l; (R). Then

0, m=0,1,...,n—1

un (p) := (H(p) — P,H(p)) f (p) = s hk+mfk§k_(?;, m=n,n+1,....

Obviously,

Jun (p) I, < (Z |th> 1 £1l;, -
k=n

Thus,

lim_{|un (p)[;, =0,

n—oo

and the operator H(p) is compact in the space [ (R). This implies that the operator I + H(yp) is a
Fredholm operator with the index 0. On the other hand we already know that the operator I + H(y)
is invertible in the space L3 (R). Hence

ker (I +H(p));, ®) = {0},
since I3 (R) C L (R). Consequently, (I + H(yp)) is invertible in I; (R). m

Theorem 7.4. Let the function ¢ (p) of the form (7)) satisfy the conditions (7.3)-(7.7). Then the
system (6.17]) admits the finite section method in the space 1y (R).

The proof is analogous to that of Theorem [l

For considering the convergence in the stronger sense we make use of the conditions (7.4)—(7.7)
for the potential of the kind (Z.3]). One can expect that the larger is « in (73)) the faster the finite
section method applied to system (6.I4]) converges. Indeed, elements of the matrix (ZI1]) are Fourier
coefficients (this becomes obvious upon returning to the unitary circle). It is well known that on a
unitary circle the existence of I-th derivative of a function implies the decay of its Fourier coefficients

as o <| ,0|_l), and this fact is proved by a direct integration by parts (I times). In the case of the real

axis R the situation turns more complicated due to the necessity of taking into account the behaviour
at infinity. However the technique developed in [18], [19] allows one to prove the following results.
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Let

w0 (p) = G (p) 5P (7.12)

(p(p) = T+ (p) po (p), the factor T4 (p) will be taken into account in Theorem [T.6]), where G_ (p)
satisfies (.0), (7.7)) and S(p,z) has the form (Z.8]). Denote

vy (p) = L /Oo Mdﬂ pER, (7.13)

2w ) T —p
where the integral is understood in the sense of the limit value from the lower half-plane.
Theorem 7.5. Let ¢, (p) have the form (7.13). Then its Fourier coefficients, the numbers

6o P
h(0) 1/ @5(7)%&, p=12... (7.14)

N (R

admit the estimate

‘hg))‘ :O<]%>, p — 00

with 1 = |2a+1].

Proof. The change of the variable u = z(7) in the integral (7.I4]) leads to the expression for h}(}o):

1 —
hl(,o) =5 /Tgoo (u) uPdu, (7.15)
where
—_— o, _ lu—1
P (u) =g (Z 1(“))7 z 1(“) “Siurl

Integrating by parts [ times (7.15]) we obtain

o _ (U 1 = o ® iy
" 271 (p+1)(p+2)...(p+l)/1r(900( ) Tdu. (7.16)

Let us show that the conditions of the theorem guarantee the inclusion ((ﬁg (u))(l) € L (T). For this
let us return to the real axis taking into account that

27TZ RT— 2iu—+l
1 ¢o (27 (v)) dv
2mi Jr g~ mi i+ 1)

2me Jr  v—u v+1

(e, 1 ),
= /T d ./T dv.

v+ 1

17



Thus, since the second term here is constant, the derivatives of this function are calculated by the
formula

(7 ) = (0 [l ),
T

27 (’U _ U)l+1

The inverse change of the variable v = z(7), u = z(p) gives

~_ (1) (I—1)! / vo (1) dr
Yo (2P ==
( 0 ( ( ))) o1 R (%'H"F B %'H;P)H_l (% _Z.T)Q
%—i'r %—ip
. \[-1
_ (=1 (=) 1 io l+1/ po (1) (3 — 1) "
s 2 R (7_ _ p)l—l—l
1 +1
—a(5-i) 20, (717
where ¢; = —(l;ﬂl)! (=)™ and
. \I-1 -1 ; ;
o (7) (5 — i) - <1>’ . / o (r) 771
J, ::/ dr=>» C/ (=) (—i b et dr. 7.18
! (p) R (7_ o p)H—l ]Z:;) -1 9 ( ) R (7_ _ p)l-l-l ( )
Consider the integral corresponding to j = 0,
_ [ o)

Let us study the behaviour of (ZI9) when p — oo using the method from [19]. Substituting the
integral (7.6]) into (7.19)) and interchanging the order of integration we obtain

R 0) = [ (a6 )+ QP ) s, (7.20

where
1S (T, x—s) -2

Mg o L [T 7

I, (S’p)_%/R T dr (7.21)
and

iS(r,x—s) -3

2) 1 /e T

19(s,p) = dr. 7.22

e A .

Consider (7.21]), where we change the variable:

T=B(s)u, p=B(s)¢ mmﬂ@%:CQf)é (7.23)
Setting
u? (s—x)%
ou)=——u, A(s,x)=A(s)=-—F—
(W)= ) = A = L

18



we obtain

1Y (s, p) = B2 (s) / uZehlet
l 2 R (u N g)l—i-l

Here A (s) can be regarded as a large parameter, and hence it is natural to apply to this integral the
saddle-point method. In [19] that was done in the cases | = 0 and | = 2. In a similar way (see (4.17)
and (5.5) in [19]) we obtain

1-2 iA(s)o(u) — L EF1 Az (s) > 1,
/ L du| < Const { I A% () | |1 ) (7.24)
R (u—¢) Az (s), |€T1|Az(s) <1

These bounds allow us to estimate (T.20). Let us obtain a bound for the first integral in (Z.20).
Denoting it as Jl(é) (p) we have

(1) s SV B-2(sIAS (5) ds lq(s)| B72(s) o
78 )] < Const( [ Ja(s) 52515 (5)d +/R\M+ el
9 lq(s)| B72(5)
+ /M lg(s)| 5~2(s)ds + /R Wy ate) (7.25)

where M+ = {s € (0,00) | 1€ F 1|A% (s) < 1}. Since & = p/f3(s), the sets M* can be described as
follows

M* = {5 € (0,00) [ 1pF B(s)| < A% (5) B(s)} (7.26)
According to the definition of the functions 8(s) and A (s),

A77 (s) B(s) = d(t)8 3 (s)

where d(t) is calculated by the formula

d= (A—%(s)ﬁ(s)) B3 (s) = (i?’((j))y = 417:/2' (7.27)
Thus, the inequalities defining the sets M* have the form
0 F Bls)| < d(t)B 2 (s). (7.28)
Let us write this condition (for the “—” sign) as follows
F_(s) = B(s) — d(t)8™3(s) < p < B(s) + d(t)873 () = Fy(s). (7.29)

Obviously, the functions Fy(s) are monotonous for large enough s. Hence
F7'(p) < s < F7Y(p), (7.30)
and it is easy to see that

Fi'(p) ~ cp” (7.31)
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for some ¢ > 0. Let us estimate the first integral in (7.25]). Taking into account (7.30) we obtain

| 1152 6)a (9)ds < Const [ ja(s)| (1 +[s) 7 ds
M+

M+
SConst/ |q(8)|(1+|S|)a1+(—1+%—a1)ds
M+

< Const (1 + |p)) ¥ > 2“1/ lq(s)| (1 + |s)™ ds.
M+

Note that the last integral exists for all a; > 0 since the interval M™ is finite. This integral is a
function of p. Let us denote it by L (p) and find the maximum value of oy for which L{ (p) € Ly (R).
For p > 0 we have

L), :/0 L d,o—/ /M+ ) (14 8)™ dsd,o—/ooo|q(8)|(1—|-8)a1 (/W d,o> ds

where the interval m* := (8(s) — ~3(s), B(s) + d(t)B2(s)) is defined by the inequalities (Z2J).
Hence

L1 1y < Const [ la(o) (14 [sh™ 54 (s)ds < Const [~ las) (14 s .
0 0

Thus, due to (7.3)), the last integral converges if a3 — i < «a. Choosing the largest possible value
a =a+ % we obtain

[ a7 (9)ds < Const (14 o) E 52 L () (7.32)
where L (p) € L1 (R). Now let us estimate the second integral in (Z.25]). According to (Z.29) it splits

in two integrals over the sets s > F_'(p) and 0 < s < F_'(p) where F'(p) satisfy the asymptotic
relations (Z.31]). Furthermore,

/m () 82() /OO la()| 81 (5)A 2 (s)
1§ — 5) ()

1A = B(s)
1_5
< Const/ la(s)| (1 + Sl)jl ’ ds
“Lp)  |p—B(s)]

lq(s)] (1 + )™
o — B(s)|"*

Let us find the largest possible value of ay > 0 such that the last integral

o0 s)| (14 s)*?
e [

be a function of the class L; (R). We have

00 00 F_(s) d
L5y = [ T5 o= [ a1+ (/0 W)d

< Const/ q(s)(1+ 3)025%(3)613 < Const/ q(s)(1+ 3)a2+ﬁd3_
0 0

-2 -2 o
< Const (1 4 |p])" 277 / X
-
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The last integral converges when

!
a2+ <o (7.33)

Thus,

© g(s) )
/ i e TR (g S Comst (L 1) L o) (7.34)

where L] (p) € L1 (R) and oy satisfies (T.33)). The largest value of oy satisfying (7.33)) is ag = o — %.
Thus the bound (Z.34]) takes the form

= B i
/ e e < Const {1+ 1) L} (o) (7.35)

where L3 (p) € L1 (R). Consider the second part of the second integral in (725,

O I O N e IO | O B SO L O
/0 !5—11”1Aé(s)d8_/ﬁ (1— &)t A%()d +/0 (1_€)l+1A%(S)d‘ (7.36)

2

The first integral here admits the bound (7.35]) which is proved similarly. Let us estimate the second
integral

T g8 §|q<s>|5l-1<s>A—%(s>S
/o <1—§>“A%<s>d8_/o BT

< Const m [ a8 a7 s

2

1 2 .1 5
< Consti/ q(s)| (1 +|s])2™ 4 ds.
T L o lg(s)[ (1 +[s])

The last integral is uniformly bounded with respect to p when

_ Z <a (7.37)

N | =~

In this case

2

T @B o
| gl = e )

Taking into account the estimates (7.32)) and (7.35]) (valid for the integral on the left hand side in
(7.35)) and for the first integral in (7.36))), as well as the estimate (7.37)-(7.38]) we obtain that the first
two terms in (.25 admit the estimate

[ s entass [ W6,
M+ R

\art € — 1]A% (s) (7.39)
< Const <(1 + \P\)%l 37 L(p) + (1 + ’PD D > )
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where L(p) € L1 (R) and (7.37) is valid. In a similar way it is shown that the other two terms (7.25)
also admit the estimate (7.39). Thus,

I8 ()] < Const (1 + o) 3372 Lp) + (1 +|pl) 1) (7.40)

with L(p) € L; (R) and (Z37). Let us recall that Jl(é) (p) is a first part of the integral (T.20). Its
second part is estimated analogously by taking into account the following two observations. 1. Due
to the condition (7.7)) it is easy to show that

Q'(s) € Ln (R, (1+ o)) -

2. The integrals (Z2I)) and (Z.22)) differ by the factors 7/=2 and 7!=3, respectively. Hence the estimate
for the integral

10 = [ Q@1 s s

is obtained from (7.40]) by replacing o with (a — 1) and decreasing of the power of 3(s) by one. Thus
we have

31_5_1_9(q—
5 ()] < Const (14 16337V Lp) + (14 o))
= Const ((1+1p)*'"2 > L(p) + (1+[p)) V), (7.41)

where the condition (Z.37) is replaced by

<a (7.42)

mlN
»Jklxl

Comparing and summing up the estimates (7.40) and (7.41]) we obtain (see (7.20])) that
[0 (p)] < Const ((1+[p)2' =2 Lp) + (1 +|p)) ), (7.43)

where L(p) € L; (R) and (7.37) is fulfilled ((Z37) is stronger than (742])). Let us recall that the
integral J; o (p) of the form (ZI9) is one from the group of integrals J; ; (p), j = 0,1,...,1 — 1 from
the sum (7.I8) of integrals having the form

' i
Jij (p) = /]R (‘D(()T(_)p)l-i-l dr.

Obviously these integrals for j = 1,2,...,1 — 1 also admit the estimate (43]), (Z37). Hence the
integral J; (p) from (7I7) admits this estimate as well. Thus,

I+1

& (o) = @ ()] < Comst ((1+p) 327> L(p) + 1) (7.44)

27"
where L(p) € L; (R) and (Z.37)) is fulfilled. Let us return to formula (Z.I6I),

‘h(o ‘ Const / ‘N_(l ))‘ du| = Const/ ‘ p)‘ ‘% izlpzp‘2
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Due to the estimate (7.44]) we have

S [ (DB E L) + (14 1)) d

Obviously the last integral converges when

F

) )
Sl <9 7.45
2 2= (7.45)
and in this case
Const
0
Note that for [ > 1 (7.45]) implies (7.37). Thus Theorem [T.5]is proved. O

We estimated Fourier coefficients of the function ¢ (p) which has the form (ZI3)) and hence the
entries of the Hankel matrix H(pg) (= H(p, )). At the same time in the system (6.14]) the symbol

¢ (p) =T4 (p) o (p) (7.46)

appears, where T, (p) € HE (R). For estimating the entries of the matrix H(p) we use the represen-
tation

H(p) = H(po)T (T%), (7.47)

where T(Ty) := PTT,P* is a Toeplitz operator, and PT is an analytic projection operator PT :
Ly (R) — Hy (R) which similarly to P~ (see Section [7) can be written in the form

PTf(p) = lim L/Oo Ldr

e=0+ 27 J_ oo T — (p + ie)

=

The matrix of the operator T(T4) : Ly (R) — H; (R) in the basis {Zn_(fp

[SIE

}ZO_O (see ([6.13)) can be

written as follows

to 0 0 ... 0
th to 0 ... 0
ta t1 tg ... 0 ...
T(T,) = N (7.48)
th tno1 tn_a ... to

where

t k=0,1,....

_ i/‘” Ty (p) 27" (p)
N

With the aid of the representation (7.48]) let us prove the following result.

Theorem 7.6. Let the reflection coefficient have the form (7.4)-(7.6), and the condition (7.3) be

fulfilled. Then the entries of the Hankel matriz H(p), where ¢ (p) has the form (7)), admit the

estimate
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Proof. According to (7.47) the matrix H(yp) is a product of two matrices

TEE

h&» h%) h%) o hﬁﬁl

_ ho™hyt by g
H(py) = .

R N P

and T'(T) of the form (748). Thus, an element of the matrix H(y) has the form
hp-i—k = Z hp-i—jtj—k'
=k
Since Ty (1) / (3 — i) € L2 (R) and

o= L T+(T)Zﬁk(7)d
ey e

we have that {t;}]°, € l> (Z). Then due to Theorem [Z.5]

T

[NIES

1
2
> > 1 Const
|hpr| < (th+j2) It} ) < (Z W) Htitl,@ < ——==

_1
=k =k (p+k) 2
|
Let us introduce the Wiener classes,
X () 5 - B
FO =3 i e WI®) e Y IR+ 1) <, 20
j=—co 2 j=—o0

Note that the class W7 is an algebra.

Theorem 7.7. Let the reflection coefficient have the form (7.4)—(7-6) and the condition (7.3) be
fulfilled. Then the finite section method is applicable to system (6.14) in the class W? (R) for any
0<B<l-3/2withl=|2a+1].

Proof. Obviously,
H(p) = H(py Ty) = H(P™ (95 T4))-

The symbol of the Hankel operator on the right-hand side has the form

o0

b0 =P (5 (T (1) = 30 10,
p=0 2

Due to Theorem [7.6] this symbol belongs to W# (R) for 0 < 8 < [ — 3/2. Since W” (R) is an algebra,
the operator H(¢~) is bounded in the space W5 (R). Moreover, similarly to Theorem [7.3] it can be
shown that H(¢~) is compact in that space, and the operator I + H(y)™) (= I + H(y)) is invertible
in W8 (R) (8 <1 —3/2). After that, similarly to Theorem [Z.I} the applicability of the finite section
method to (G.I4)) is proved for W” (R). m
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8 [Existence of derivatives q) and a

When conditions (Z4)—(T.7) are fulfilled equation (6.I0) is uniquely solvable in Lj (R), the symbol
¢ (p) having the form (Z.I)). The solution can be written in the form

y(p):=y(p,x) =

_1 ; Zaj(fﬂ)zn (p) Z Iaj(:13)|2 < 0.
ip = =~

Moreover, due to Theorem [7.3] we have that

D=

(8.1)
> aj(x)] < oo.
j=0

Lemma 8.1. Let ¢ (p) have the form (7.1) and conditions (7.4)-(7.7) be fulfilled. Then
"¢y (p,)
T2 00 ¢ 1, @) Lo ®)

where k =1,2,...,|2a], and the function ¢y (p,x) has the form (7.13).
Proof. According to (Z12)), (ZI3]) we have

Hoi ) () [ 76 (et

ok 2w T—0p

Substituting (7.0]) and changing the order of integration we obtain

oy (py) _ (20)"
ok

T.
o]

2mi /OOO <q(8)Ll(cl) (s,p) + Q/(S)L;(f) (s ,0)) ds

(8.2)
where
00 iS(T,x—s)Tk—l
e _ / e d .
k (37 p) ~ T—p T (8 3)
and
00 iS(T,ZB—S)Tk—2
r? = / S — 4
k (37 p) o T—p T (8 )
Let us apply the change of the variable (7.23]) to the integral L,(f) (s,p). We obtain

B 00 uk—2eiA(s)cr(u)
LY (s,p) = B* 2(3)/ u——fdu’

Similarly to (7.24]) we have

1 1
— 71—, [{F 1Az
L) (5,p) < Comst 857%(s) {  I€¥11A7(s) &+ 1

(s) > 1,
L,

€ F 1Az (s) < 1.
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Thus, the second part of the integral (8.2]) can be estimated as follows

(g k—2 s
(s,p)ds| < Const(/M+ 1Q'(s)| BE2(s)ds —I—/ Mds

RM+ | — 1| A2 (s)

= Q) B *(s)
+/M MU +/[R\M €+ 1] Az (s) ! 55

where the sets M are defined by (Z.26]). Denote the first integral in (85 by £{ (p). Then
k=2
LY (p) < Const /M+ |Q'(s)| (1 +]s]) 2 (s)ds.

Thus, if % < a — 1 or which is the same k < 2a, then the function £ (p) € Lo (R). Let us find
now the condition of belonging of £ (p) to Lz (R). We have

It )7y m = /_ Z < /M+ |Q'(s)] 5k_2(s)ds> ( /M+ !Q’(s’)!ﬁk_z(s’)ds’> dp. (8.6)

This triple (iterated) integral is taken over the domain defined by the relations

—00 < p < 00,
ar(p) < s <bi(p),
ar(p) <8 <bi(p),

where a;(p) == F{'(p) and b, (p) := F-'(p) are defined by (T.26). Indeed, (T.26) gives us the
inequalities

B(s) — dB2(s) < p < B(s) + dB 2 (s)

where the constant d is calculated by (7.27). Let us change the order of integration in (8.6,

et Ol =2 [ [ 0l @32 [ ) s

where F = min (Fy(s), Fy(s))) and F_ = max (F_(s), F_(s')). Note that if s > s’ then F, = F(s')
and F_ = F_(s'). If s < &, then F = F1(s). Thus we obtain

125 ey =2 [ 1@ 8726 Q)] 372 (B F-) dsa
=2 [Tl ([ (1060 826) (7l - Fo(a) )
<2 [T ( | (1@)157%) (Pits) - R(s)ds)) ds
Since F (s) — F_(s) = 2d3~2(s) and

/ Q] 82 s < | Q)| B2 (s
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we obtain

\\c1+<p>|y§2(R)g2d</o Q)] B2 / Q)] 8525 )’

+/OOO|Q'(S)‘B]“_5/2 s 3/0 ‘Q (s") ‘Bk 2(s')ds
<aa( [l ﬂk-5/2<s>ds>2 .

HET (p)HLQ(R) < Const /Oo |Q'(s)‘ (1+ S)k/2—5/4 ds.
0

Thus,

The last integral converges if k/2—5/4 < av—1 or which is the same k < 2a+1/2. Now let us consider
the second integral in (835]). Note that it in turn splits in two integrals, since

R\M;" = (0,a) U (by, 00) .

For the integral on (0, a;) we have

) _ [ !Q’(s)]ﬂk_2(s)ds " "(s)| BF2(s)ds ons - '(s S§—1 s
W= [T < 1068 < Comst [ 1@ (1495 .

Thus,
L'¥ (p) € Loe (R) if k < 201,

Let us show that additionally under the same condition (k < 2«) the inclusion L,(f) (p) € La(R) is
valid as well. We have

2 Q)] B (s)ds )( Q)] B () )d
La(R) /o </o (p— B(s)) A2 (s)/B(s) /o (o= B AR ()/8())
= Cons k— 5/2 k— 5/2 = dp sds’
= const [~ [71Q6)1 876 6] </f<8,5/><p—ﬂ<s>><p—5<s/>>)dd

where F(s,s') = max(F4(s), F(s)). Let us calculate the interior integral. When s > s’ we have that
F(s,s") = Fy(s). Denote

HLS’) (p)

s,s') = - dp — 1 np—ﬁ(s)
Beod) = [ TR R~ B " e 5e) s
_ 1 In Fi(s)—pB(s) _ 1 I dﬁ_%(s)
B6)—B6) " Fls) =B BE) - B "\ 5~ B+ dF 100

I TN PN O CHELOA SO oY
5~ B (” a )

where z = ﬁ%(s) (B(s) — B(s")) /d > 0. Since

1
—In(l1+2)<1 forz>0,
z
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we obtain
1 /
B (s,s") < Const { 512 (s), s24, (8.7)
2 )

The second line in (87) is obtained similarly to the first one. Thus,

28 @), ,, < Comst( [~ Q@) 1+ 95 s (/ Qs 1+s’>%‘1ds’>d8

< Const (/OOO 1Q'(s)| (1+s)%‘1ds>2.

Hence,if%—lga—1@k§2awehave

|22

< Const.
L2 (R)

It remains to consider the part of the second integral from (83]) on the interval (b;,00). Denote

@ . [Tl ds
1= [ R

Analogously to the previous, Ll(:‘) (p) € Lo (R) if £ < 2a. Let us consider the question of belonging

of L,(;l) (p) to Lo (R). We have
k—5/2 F- dp sds’
gl </o B =) (B = p>) od

2
k 5/2
LQ(R / / Q

where F_ = min(F_(s), F_(s')). Denoting the last integral by B_ (s, s') we obtain in the case s < s’

|

that
s,s') = L nB(S/) —p e
8- () = 5 =50 <l <s>—p>0
1 (s 86— () - dsie)
T B - BGs) \B(s) 3= (s)
LB =B 1 )
~ B -8 (” a ) B —B6) " BG)

Similarly to (87) we obtain

B_ (s,s") < Const Ba(s), s<4,
B2 ( ,

2

< Const (/OOO Q' (s)] (1 + s)%_lds>2

L2 (R)
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and hence, as in the previous cases, under the condition & < 2« the inclusion L,(j‘) (p) € La (R) is valid.
Thus, if £ < 2« the first two terms in (83]) belong to Lo (R) N Ly (R). The same condition guarantees
the belonging of the other two terms in (83]) to the same class, and hence we proved the belonging of
the integral ([84)) to Lo (R) N Ly (R). The integral (83]) can be studied analogously, by replacing k
with £ + 1 and o — 1 with . That is the condition k < 2a becomes k < 2o + 1, and Lemma B.1] is
proved. O

Theorem 8.2. Let the function ¢ (p) have the form (7.1) and the conditions (74)—(77) be fulfilled.
Then for the solution y(p,z) of (6.10) the inclusion is valid

k
%EL;(R) for k=0,1,...,[2a].

Proof. Due to [I8] equation (6.I0) is uniquely solvable, and the solution belongs to L (R) and has
the form (8]). Let us differentiate (6I0]) with respect to z. We have

((7+ 7160 52 ) () = -HEE) 1) () - HGD) 1) (). (85)

Since H(p) = H(po)T (T'+) (see (Z47)) and H(po) = H(py) (see (T13)), then
I{(?i) IH<%%§>T%TQ.

Due to Lemma [8.1] for o > 1 we have % € Ly (R), and the first term on the right-hand side of (8.8])
is a function of the class Ls (R). Addltlonally, again due to Lemma B.T] =5 a% € L (R). Hence

1 (55) o =1 (%) () € o),

Thus, the right-hand side of (8.8)) belongs to Lo (R). Hence equation (B8] is uniquely solvable in
Ly (R), and

%£@6h®% (8.9)

Differentiating (8.8]) with respect to x we obtain

(e 58) 0 =1 (52) e -1(52) 0 0 -21 (52) () 6.

Due to Lemma 1] a% € Lo (R) N Ly (R) for o > 1, and since

0 82906
H<W> —H< a2 >T<T+>=

the first two terms on the right-hand side belong to Lo (R). Due to (89]) and the inclusion 65%6 €
L (R) the third term belongs to the same space as well. Thus, the right-hand side here belongs to

Ly (R), and hence i y(p ) ¢ L, (R). The case k > 2 is considered analogously. O
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9 Numerical realization of ISTM

9.1 Direct scattering

Given a potential ¢(z), the sets of the coefficients {a,}, {bn}, {¢n} and {d,} are computed following
the recurrent integration procedure from Appendix. The first required for this procedure functions
e(%, x) and g(%, x) and their first derivatives can be computed using any available method for numerical
solution of an approximate Cauchy problem for the equation

1
—y" +q(z)y + Y= 0. (9.1)

In particular, we used the SPPS (spectral parameter power series) method from [24] (see also [21] and
[23]). To find an approximation E(%, :17) of e (%, :17) one can compute a solution of the Cauchy problem

for (@) on a sufficiently large interval (0,b) with the initial conditions

. . _b
E<%,b> —¢ > and ¢ <%,b> = —622

which follow from the asymptotics of the Jost solution.

Next, n(z) is computed by (A, see Appendix. Analogously g(%,z) and &(z) (see Appendix)
are computed, and a number of the coefficients {a,}, {b,}, {c,} and {d,,} is computed following the
recurrent integration procedure from Appendix. For the recurrent integration we use the Newton-
Cottes 6-point integration rule. Having computed the sets of the coefficients, the scattering data are
computed with the aid of the corresponding formulas from Section [l

9.2 Inverse scattering

The following numerical method for solving the inverse scattering problem can be proposed.

1. Given a set of scattering data J or J~. Choose a number of equations Ny, so that the truncated

system
N
am(x) + Z an(z)Apn(z) = rmp(z), m=0,...,N; (9.2)
n=0
N
bin(7) + > b (@) Brn(7) = sm(x), m=0,..., N, (9.3)
n=0

is to be solved.

2. Compute 7, (z) and Apy(x) or s, (x) and By, (2) according to the formulas from the preceding
section.

3. Solve the system ([@.2) or ([@.3)) to find ag(x) or by(z), respectively.

4. Compute ¢ with the aid of (219) or (2:20)
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Let us discuss some relevant aspects of this numerical approach.

The first question is regarding an appropriate way for computing the integrals in (6.4])-(6.7]). Notice
that they are Fourier transforms of the reflection coefficients multiplied by fractions of a special form.
Here it would be interesting to apply some of the available techniques for numerical computation of
the Fourier transform. However, the special form of the fractional factors suggests another possibility
for computing the integrals, which proved to provide good results.

The integral we are interested in computing has the form

I@)= [ s 7((1 - Z)) dp
—00 2

1.
where n —m > 1. Let z := %H.Z. Then, when p runs along the real axis (—o0, ), the variable z runs

2 .
along the unitary circle, so that z = € with § € (—n, 7). Thus, the change of the integration variable

has the form e = ?_FZZ Then e?df = ﬁg, 2ip = ZZ—;} and %_l—ip = ¢ + 1. Hence the integral
2

I(x) can be written as

T (1 _ 10 0 _ ) ) n—m—2
I(x) = /_7r s (%) exp <%x> e0im+1) <e’9 + 1) de. (9.4)
All the integrals involved were computed using formula (0.4 with the aid of the Matlab routine ‘trapz’,
evaluating the integrand in N; = 10* points, uniformly distributed on the interval (—m, 7).

Finally, on the last step, for recovering g with the aid of (Z19)) or (2:20]), the computed coefficient ag
(or bp) needs to be differentiated twice. This was performed by representing the computed coefficient
in the form of a spline with the aid of the Matlab routine ‘spapi’ with a posterior differentiation with
the Matlab command ‘fnder’.

9.3 Numerical examples

Example 9.1. Consider the Cauchy problem for the KdV equation (4.1) with the initial data

2

q(x) =ze ™. (9.5)

On Figure [1l we reproduce the results from one of the first books on the subject [27], where on p. 117
the reader can find a similar figure with one important difference. The graphs from [27] contain some
additional oscillations at the ends of the interval depicted which as explained by the author is due
to imposition of (artificial) periodic boundary conditions. Application of our method does not require
imposing any artificial boundary conditions.

The potential (1) has one eigenvalue which was computed numerically, Ay ~ —0.0138384593995
with the corresponding norming constants o] ~ 0.2055954681199 and ozf ~ 0.0416040800785. The
reflection coefficients s~ (p) and s*(p) where computed as explained in subsection [91] on the interval
(—=500,500). This computation of the scattering data took less than a second in Matlab2017 on a
Laptop computer equipped with an Intel Core i7 processor.

The inverse scattering problems were solved as explained in subsection [3.2 with five equations in
the truncated systems (9.3) used for x < 0 and (9.3) for x > 0. The elapsed time to obtain Figure [1]
was 9 sec.

Notice that after solving the direct scattering problem and the inverse scattering problem fort =10
the potential [33) on the interval (—5,7) was recovered with the absolute error of 1.5-1073.
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Initial Data
JOJ. 0 \/\ |
-1 1 1 1 1 1 1
4 2 0 2 4 6
X
1 T T T T T T
o]
o
S 0 A/v—\
JL
_1 1 1 1 1 1 1
4 2 0 2 4 6
X
l T T T T T T
©
—
s 0 \—/\_/
‘I_I‘
'l 1 1 1 1 1 1
4 2 0 2 4 6

Figure 1: Solution of the Cauchy problem for (d.1]) with the initial data (@.5]).

Example 9.2. Consider the Cauchy problem for the KdV equation ({{.1) with the initial data in the
form of the reflectionless potential

q(z) = —g sech 2 <@> . (9.6)

The corresponding solution is the solitary wave

\ﬁ(w—ct))

u(z,t) = —% sech ? ( 5

On Figure[d the computed solution is presented for c = w and t = 0,0.5,1. Numerical solution of
the direct scattering problem gave us the reflection coefficient equal to zero with the accuracy 2 - 1074,
and the only eigenvalue \y ~ —0.78539816329, while its exact value is —c/4 = —0.78539816339. ..
(the difference in the 10-th digit). The corresponding norming constants are a{c = /7 which were
computed with the accuracy 2.9 -107°. The solutions of the inverse scattering problems were obtained
with five equations in the truncated systems (9.2) used for x < 0 and (.3) for x > 0.

After solving the direct scattering problem and the inverse scattering problem for t = 0 the potential
on the interval (—5,7) was recovered with the absolute error of 8 -10™*, and for subsequent times the
error did not grow. For example, for t = 1 the absolute error was 2.4 - 1074,

Example 9.3. Consider the Cauchy problem for the KdV equation (4.1) with the initial data

e cosdx, x <0,
o) = { (9.7)

e *Jp(2x), x>0,

where Jy(z) stands for the Bessel function of the first kind of order zero. The graph of this potential
is presented on Figure[3. Its first derivative is discontinuous.

On Figure the corresponding solution of the Cauchy problem for ({.1]) is presented. It was obtained
with nine equations in the truncated systems (with five equations it was only slightly less accurate).
After solving the direct scattering problem and the inverse scattering problem for t = 0 the potential
(97) on the interval (—7,7) was recovered with the absolute error of 6 -1073.
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T T T T T T
0
o
L 4\/ | Initial Data | -
2 1 1 1 1 1 1
-4 -2 0 2 4 6
X
T T T T T T
T v 1
I I
4 2 0 2 4 6
X
0 T T T T T T
—
_2 1 1 1 1 1 1
4 2 0 2 4 6
X

Figure 2: Solution of the Cauchy problem for (d.1]) with the initial data (©9.0]).

ac)

05 1 1 1 1 1 1 1

Figure 3: Graph of the potential (9.7)).
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l T T T T
° | Initial Data
n o
'l 1 1 1 1 1 1 1
6 4 2 0 2 4 6
X
l T T T T T T T
g —___Q_Q/\/\/\
s 0
I
= _1 1 1 1 1 1 1 1
6 4 2 0 2 4 6
X
l T T T T T T T
8 W\'\/\/\/\
c O
JL
_1 1 1 1 1 1 1 1
6 4 2 2 4 6

Figure 4: Solution of the Cauchy problem for (d.1]) with the initial data (@.7).

Conclusions

A method for practical realization of the inverse scattering transform method for the Korteweg—de
Vries equation is proposed. It is accurate, efficient and relatively simple for implementation. The
applicability of the finite section method to the system of linear algebraic equations, which arises
when solving the inverse scattering problem, is proved. Numerical examples are provided. Similar
approach can be derived for other integrable non-linear equations, such as the nonlinear Schrédinger
equation.
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A Recurrent integration procedure for the coefficients of the repre-
sentations

Here we recall the result from [I5] concerning the coefficients {a,} and {d,} and obtain by analogy
similar relations for the coefficients {b,} and {¢,}. Denote

n(x) = e(i,x) /Or % (A.1)
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and

; 0
£(x) == 9(5735)/96 %%t,t) (A.2)

These solutions of ([Z2) with A = —1/4 satisfy the asymptotic relations n(z) = €2 (1+ o(1)), z — o
and £(z) = e"2 (1+0(1)),  — —oo0, respectively. Computation of all coefficients can be performed
acording to the following steps.

1. The coefficients aq, bg, ¢y and dy have the form

ap(z) = e(%,x)e% —1 and bo(z) = g(%,x)e_% -1,
do(x) = dal(z) — “Oé”“’) + % / gy, (A.3)

2. The subsequent coefficients a,, and b,, together with their derivatives can be computed as follows

i

an(z) = ag(x) — 22 (n(az)JLn(a;) — 6(2,$)J27n(1’)> )

S
S
—~

8
~

I

i) + 27 (€)1 (0) ~ 95,0 an(2) ).
a(z) = (@) = 2 (e5n(2)) Tin(x) — 2eEn(@) ]}, (2)

2 e%e(—,x)>/J2,n(x) +2eFe(,0) (), (A.4)
b () = by(@) + 2 (¢736()) (@) + 2676 ()

?

~2 (e 10(0)) Faale) 2 o)1),

2
where
Jin(x) =Jip1(z) —e ge(%,:n)an_l(:n) - /OO <e(—,t)e_§> an—1(t)dt, (A.5)
Jom(x) = Jom_1(z) — e 2n(x)an_1(z) — /OO <n(t)e_%>/an_1(t)dt (A.6)
L) = Ty () + €5 g(%,x)bn_l(x) - /_ ’ <g(%,t)e§> b1 (1), (A7)
and

T

Lo () = Topr (&) + €5 E(@)bns (2) — / (6)e?) bus (vt (A.8)

(J10(z) = Jopo(z) = ho(r) = Ipp(z) = 0), and for Ji ,(x), J5,(x), I1n(z) and Iy, (x) the
following relations are obtained from (A.5)-(A.S),
e 0 ,

Tin(@) = S (@) — €265, 2)a, 1 (@), (A.9)
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Tyn(@) = T3 p_1(w) — € 2n(a)ag,_y (x), (A.10)

x 1
[{,n(x) = I{,n—l(x) + 629(571') ;1—1(1')

and

[é,n(x) = Ié,n—l(x) + egg(x) ;L—l(x)'

3. The coefficients d,, and ¢, can be computed with the aid of the relations

dny1(z) = dp(2) + ap 1 (x) — ay,(x) — % (ant1(x) + an(x)), n=0,1,... (A.11)
and
Cn1(z) = cp (@) + b, 11 (z) — V), (z) + % (bpt1(x) + bp(x)), n=0,1,....
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